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Abstract

The abundance of multimedia information presents a challenge in filtering out relevant
content [22]. This master’s dissertation proposes a solution for real-time automatic event
detection in tennis TV broadcasts.

After analyzing the current state of the art in image processing and event detection
for different sports, we introduce and describe approaches based on computer vision
techniques to detect, classify, and label different play moments during tennis matches. We
compare the performance of the developed approach to the manual event segmentation
by humans and demonstrate the accuracy and quality of our work using the Six Floor
Solutions prototype.

Our research aims to provide a reliable and efficient solution for detecting the events
in tennis matches and inspire similar approaches in other sports or TV shows.

Keywords: Computer vision, Tennis matches, Event detection
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Introduction

The tennis sport has captivated audiences for decades. The fast-paced and high-intensity
nature of the game offers a unique blend of strategy, skill, and athleticism. "On average,
best-of-3 tennis matches last about 90 minutes, while best-of-5 matches last 2 hours and
45 minutes" [17]. During a match, there are a lot of different events, such as aces, faults,
and match points. One important element in broadcasting and summarizing the sport is
the ability to accurately and quickly detect all those events. In this way, automatic event
detection is beneficial by providing real-time, detailed information about a match. This
technology is a useful tool for coaches and players to analyze the game tactically at a high
level, for fans to gain insight into the performance of their favorite players and for sports
TV networks to be able to add more information to the broadcast in real-time. Automatic
event detection can also allow a faster and more objective analysis of the match and be a
valuable resource for statisticians and betting companies to update information on the fly.

For a better outcome, the detection of tennis events automatically can combine various
techniques and technologies, such as machine learning, and computer vision. Together
they can be used to extract relevant information from video footage of a match, such as
the location of the players, the score and the ball. Machine learning algorithms can be
used to analyze this data and make predictions about the match’s outcome. Computer
vision is a useful tool to track the movement of the players and the ball in real-time.

One of the challenges associated with automatizing event identification, with artificial
intelligence, is the need for large amounts of data to train the machine learning algorithms
to produce accurate results [44]. Traditional image processing can have difficulties in the
detection of court lines due to variable lighting conditions. Furthermore, different camera
angles can make it difficult to track the ball and the players accurately. Even with these
challenges, automatic event detection in tennis presents a promising proposal.

In this document, we will examine and take advantage of the techniques and tech-
nologies used for automatic event detection to develop a robust algorithm that receives
a real-time TV stream as input and automatically segments and detects the main events
in a tennis match. These events are divided into points, games, and sets. We can identify
the exact moment when a tennis point began, its duration, the number of ball touches,

1



CHAPTER 1. INTRODUCTION

and how the point was won. As well as identifying faults committed by the serving
player before a particular point, we can identify whether that point had a repetition or
a "Hawk-Eye" associated. In addition, we provide the serving player, the winner of the
point, the result at the end and the beginning of the point, and a thumbnail of reference
for each point.

1.1 Motivation

Tennis is widely recognized as a sport with significant popularity among individuals
worldwide, as documented by various sources [42], [7]. The Tennis Industry Association
reports that in 2018, the economy generated by tennis was around $6.19 billion, an increase
of $150 million from the previous year [5]. With the growing popularity of live streaming
and online platforms, it is predicted that these numbers will continue to increase, as it
was verified for different international tournaments [40].

The use of an automatic event detection system in tennis can improve the speed of
highlights generation, enrich the commentary and analysis during online broadcasting
and provide valuable insights into the match. The development of such a system has
multiple benefits, including the ability to leverage technology to enhance performance,
the viewer experience, and promote the growth of the sport. Additionally, the algorithm
created for this purpose can also inspire similar approaches in other sports and other
fields.

1.2 Video Analysis and Image Processing

This section provides an overview of fundamental concepts related to video analysis
and the frames within it, image processing tools, and techniques for event detection.
Furthermore, we will discuss the challenges and limitations of current techniques and
possible approaches to address these issues.

In this dissertation, we will consider a video𝒱 being described as a sequence of frames
𝐹(𝑘) numbered using the index 𝑘, i.e., 𝒱 = {𝐹(𝑘) : 𝑘 ∈ N}. The effect of a continuous
video is achieved through the rapid succession of frames. A video is formed by a certain
number of Frames per second (fps). The higher the fps, the smoother the motion will
appear in the video[45]. An image, on its turn, is composed of a set of tiny squares or
colored dots called pixels, short for "picture element".

In digital imaging, pixels are the elementary building blocks, whether on a computer
screen, television or digital camera. The resolution and detail of an image are directly
proportional to the number of pixels it contains. Image resolution is typically described
as PPI, which refers to the number of pixels per inch of an image. For example, an
image with a resolution of 600 ppi will contain 600 pixels in each inch of the image [11].
Therefore, frames 𝐹(𝑘) can be represented as matrices where each entry has the numeric
value associated with a color, meaning that 𝐹(𝑘) ∈ R𝑤×ℎ for a frame of width given by 𝑤
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1.2. VIDEO ANALYSIS AND IMAGE PROCESSING

and height ℎ. The value stored in 𝐹𝑖 𝑗(𝑘) is the correspondent pixel intensity in some color
scheme. If using the RGB color space, there are going to be stored in each pixel a tuple of
3 decimal values ranging from 0 to 255 (or 0 to FF in hexadecimal representation) for each
of the three colors. To illustrate this concept, Figure 1.1, provides a visual representation
of how a single pixel is composed in an RGB image with a display resolution of 32 × 32
pixels.

Figure 1.1: Composition of the decimal value for each channel of a Pixel from a Digital
Image in RGB with 32 × 32 resolution

As depicted in the figure above, an RGB image with a single colored pixel is presented.
The intensity values of each channel used to obtain the colored dot are displayed in decimal
values.

In a traditional image processing problem, the feature extraction problem can be
defined as the identification of particular structures in the pixels of each 𝐹(𝑘) or across
multiple values of 𝑘 through the use of filters. These correspond to mathematical opera-
tions that are utilized to alter, improve, or extract information from an image. These filters
operate by processing each pixel by a set of defined rules. The application of a filter to
an image is typically achieved by convolution with a kernel, which is a small matrix of
numbers that represents the filter in question. To apply a filter to the borders of an image,
it is necessary to first "extend" it by adding additional pixels to its margins.

To achieve image border extension, various techniques can be employed. One such
technique is the application of a zero padding method [28], which involves adding one or
more rows and columns filled with zeroes to the margins of the original image. Another
technique is reflection padding[28], in which the margins are mirrored to the adjacent
pixels, resulting in outer rows and columns that reflect the pixels within the image. A
third technique is replication padding[28], which simply duplicates the pixels present
in the margins of the image. A visual representation of the practical application of each
technique can be observed in Figure 1.2. The figure illustrates the implementation of zero
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CHAPTER 1. INTRODUCTION

padding, reflection padding, and replication padding through subfigures 1.2(a), 1.2(b),
and 1.2(c), respectively.

(a) Zero padding (b) Reflection padding (c) Replication padding

Figure 1.2: Various types of padding around the border of a grayscale image [28].

After extending the margins of images to apply filters to the borders, we shall now
proceed to examine a practical example of filter application. For instance, to apply a
Gaussian filter to a frame, one must convolve the image with a kernel that corresponds
to the Gaussian function. This is a low-pass filter, which means it can be used to reduce
noise and blur an image. A visual representation of the application of a 3 × 3 Gaussian
filter kernel to a grayscale image with a resolution of 3 × 3 can be observed in Figure 1.3.

(a) (b) (c)

Figure 1.3: Illustration of applying a 3 × 3 Gaussian filter kernel to a 3 × 3 resolution
grayscale image. The convolution process is represented, where each pixel of the image is
convoluted with the corresponding kernel values to obtain the final output image. 1.3(a)
3 × 3 grayscale image using replication padding as the border extension technique. 1.3(b)
3 × 3 Gaussian kernel. 1.3(c) 3 × 3 output image with new grayscale values.

As illustrated in Figure 1.3, the process of applying a filter to an image involves using a
sliding window that runs the entire image and convolves each pixel and those surrounding
it with the filtering kernel. The convolution operation illustrated in the figure above can
be represented mathematically as:
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1.3. STATE-OF-THE-ART

𝑌(𝑖 , 𝑗) = 𝐹 ∗ 𝐺 =

⌊ 𝑁2 ⌋∑
𝑛=−⌊ 𝑁2 ⌋

⌊𝑀2 ⌋∑
𝑚=−⌊𝑀2 ⌋

𝐹(𝑖 − 𝑚, 𝑗 − 𝑛) · 𝐺(𝑚, 𝑛) (1.1)

In (1.1), the output image with dimensions 𝑤 × ℎ of the convolution at pixel location
(𝑖 , 𝑗) is represented by 𝑌(𝐼 , 𝑗). The input frame is represented by 𝐹 and the kernel of the
applied filter, with dimensions 𝑀 × 𝑁 , is represented by 𝐺. To obtain the output value of
a particular pixel, the kernel is positioned centred on that pixel. Then, each image pixel
is multiplied by its corresponding value within the kernel. The resulting values are then
added together to yield the final output value of the central pixel.

Having gained an understanding of the composition of videos, the structure of frames,
and techniques for accessing, manipulating and obtaining values from images. The
following section presents an overview of several solutions present in the literature on the
topic of sports video analysis.

1.3 State-of-the-Art

Over the past years, significant progress has been made in the field of automated event
detection and content analysis for sports videos [15],[41],[13]. Advanced software capable
of precisely identifying and categorizing various events within a match can provide
valuable insights into the sport and assist in evaluating players and teams.

In this chapter, we provide an overview of the current state-of-the-art in tennis event
detection and classification. We outline the various events that can occur within a
tennis match and the challenges related to their detection and classification. We also
review the current approaches utilized for event detection and classification, including
both traditional methods and more recent techniques such as the ones pertaining to
machine learning. Additionally, we examine some of the advancements in vision systems
techniques that can help in the envisioned solution.

1.3.1 Sports video analysis

The analysis of a sports video can be done in several ways. Many of them were imple-
mented to produce an automatic or semi-automatic solution. The goal of sports video
analysis is focused on extracting the most valuable information possible at each moment.
The elements through which it is feasible to infer this knowledge are given the name
features. The features that allow extracting direct information from the images or the audio
components, such as the color of a certain element or a noise with a certain frequency, are
called Low-level features (LLF). However, these LLF by themselves cannot provide direct
high-level conclusions from the games.

The labelling of high-level information in sports video follows some steps with the
first being identifying low-level audiovisual and textual features present in the frames. A
sequence of features can then be grouped to signal a player movement or kick strength,
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CHAPTER 1. INTRODUCTION

the identification of a keyword or other textual components. However, these models
of how LLF can construct higher contextual information are still insufficient to High-
level semantics (HLS) from the analysis of the game. The high-level semantics can be
used to support various applications such as tactic analysis, net approaches and even
play highlights extraction [10]. In Figure 1.4, a scheme is presented to provide a better
understanding of the analysis process and the different levels of information in a sports
video.

Figure 1.4: Relationship between audiovisual feature levels in sports videos [10]

The features present in sports videos are the basis for constructing event detection
models, as shown in Figure 1.4. The scheme presents the three different levels of features
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with some examples and the correspondent relationship between them. The following
section provides an overview of the predominant features observed in tennis videos, as
well as the methods used to extract them.

1.3.2 Characterizing Tennis Match Videos using Feature Analysis

Since features are distinctive patterns within an image, it is important to explore in more
detail the most relevant such as edges, corners, and specific color patches. An edge is an
area in an image where pixel intensity differs significantly, such as the boundary between
an object and its background. There are several algorithms that can be used for edge
detection, such as the Sobel operator [20], the Canny edge detector [3], and the Laplacian
operator [43].

Corners are points in an image where two edges intersect at a sharp angle. Due to its
attribute, this feature could be useful for detecting tennis court endings. There are some
known algorithms specialized in corner detection such as the Harris corner detector [9]
and the Shi-Tomasi corner detector [38].

The color of specific parts of the image is also a valuable piece of information in image
analysis. In the specific case of tennis, the lines on the court are always white. color can
be represented in different color spaces such as RGB, Hue, Saturation, Value (HSV) or
even in L*a*b*. These types of features can be extracted using techniques such as color
histograms and moments.

The various features outlined above can be extracted from an image using a variety
of image processing techniques, such as filtering, thresholding, and detection algorithms.
Then, they can be utilized for multiple purposes, such as image segmentation, object
recognition, and classification. The next section presents some of the resources that have
been previously employed to identify and classify the different events within the game.

1.3.3 Visual Feature Analysis in Sports Match Videos

Visual LLFs can be extracted from pixel intensity values, edges, color histograms and
some other elements. These features are characterized by being easy to define, and extract
and have a weak semantic meaning [1]. However, LLFs alone are not enough to develop a
complex project like automatic event detection.

Certain LLFs combined can lead to Mid-level representation (MLR). In some previous
research done on event detection for other sports games, it was concluded that MLRs
are related to standard camera shooting style transmission practices and also to domain-
specific concepts such as the location of the diverse elements on the playing field [15]. The
visual elements in a broadcast sports video can be enough to detect and classify events.
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CHAPTER 1. INTRODUCTION

1.3.3.1 Play Detection and Tennis Court Segmentation

A first remark regarding tennis streams is that the action can be broken down into distinct
parts: when the camera is fixed, parallel to the net, and filming the entire court, these are
known as court view shots; when pausing between match moments, these are typically
non-court view shots.

In [41], the authors describe a method for splitting tennis videos into individual
shots. They use a technique based on histogram differences to separate the video into
individual planes. The descriptor called Dominant Color Ratio (DCR) is used to identify
court view shots, which contain a large number of the desired pixels by measuring the
relative proportion of different colors in the current frame. This descriptor analyses the
color composition of a given frame by identifying the most dominant colors and compares
them with the histogram of the court view. In these court view shots, the authors use line
detection and camera calibration techniques to locate the court position. Afterwards, the
players are localized on the tennis court, which enables detecting approaches to the net,
different player movements and classifying each play into categories.

Another approach to detecting and segmenting the court can be found in [13]. The
algorithm follows the same principles as the approach mentioned above. In the paper,
two different approaches to detect the court view shots are presented based on reference
histogram patterns for the three different courts of the analysed tournaments (US Open,
Roland Garros and Wimbledon). On the first method, which ends to be the chosen
one with an accuracy of around 98%, the author starts by calculating, for all the RGB
components, the correlation between the histogram of the current frame to the histogram
pattern associated with the correspondent tournament for the corresponding RGB channel
using:

𝐶 = 𝐶𝐹𝐻 ∗ 𝑅𝐻𝑃 (1.2)

where 𝐶 denotes the correlation (with symbol ∗) between the two histograms 𝐶𝐹𝐻

associated with the current frame and 𝑅𝐻𝑃 respecting the reference pattern for the
calculated RGB channel. The non-court view frames can be discarded if at least one of the
three obtained correlation values for each channel is above a given threshold.

The other presented method results from the calculation of the absolute value of
the subtraction between the histogram of the current frame and the pattern associated
with the reference histogram of that specific game. The average of the histogram of each
component is calculated and compared to a reference limit. In the case at least one of the
three mean values is above the threshold, that frame must be discarded as a court view
frame. Nonetheless, this method is sensitive to changes in lighting, which may result in
incorrect detection during cloudy weather days.

In [13] the author also presents an approach to detect and segment the court lines. The
algorithm starts by converting the original RGB frame to grayscale and then a binarization
process that converts the grayscale values into black or white pixels. This process uses
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the Otsu method [33] to define thresholds that mark the distinction between the binary
choice. Otsu’s thresholding technique can be calculated using an algorithm for minimizing
the intra-class variance by researching for a threshold value that can be mathematically
expressed as:

𝜔0(𝑡) =
𝑇∑
𝑖=1

𝑝(𝑖)

𝜔1(𝑡) = 1 − 𝜔0(𝑡)

𝜇0(𝑡) =
∑𝑇

𝑖=1 𝑖 · 𝑝(𝑖)
𝜔0(𝑡)

𝜇1(𝑡) =
∑𝑇

𝑖=𝑡+1 𝑖 · 𝑝(𝑖)
𝜔1(𝑡)

𝜎2(𝑡) = 𝜔0(𝑡) · 𝜔1(𝑡) · (𝜇0(𝑡) − 𝜇1(𝑡))2

𝑡∗ = arg max
𝑡∈[0,𝑇−1]

𝜎2(𝑡)

Where 𝑝(𝑖) is the probability of a pixel having intensity value 𝑖, 𝑇 is the total number
of possible intensity values, 𝜔0(𝑡) and 𝜔1(𝑡) are the class probabilities for the foreground
and background respectively, 𝜇0(𝑡) and 𝜇1(𝑡) are the class means for the foreground and
background respectively, and 𝜎2(𝑡) is the intra-class variance. The optimal threshold value,
𝑡∗, is the value that maximizes 𝜎2(𝑡).

However, ground color changes depending on the tournament. The US Open is
played on a blue acrylic hard court whereas Wimbledon Championship is played on grass
and Roland Garros on red clay ground. The author adopts a percentage threshold for
the US Open and Roland Garros to deal with the differences. In contrast, due to the
degradation of grass on the playing surface due to usage, the court line detection using a
single standard threshold value for every part of the image becomes a more significant
challenge when attempting to identify every line at Wimbledon. To overcome this issue,
the author presents the solution of dividing the frame into four separate zones, utilizing
three imaginary horizontal lines. Then, a different percentage level is defined for each
zone in order to achieve a final image with the white lines of the court as prominent as
possible. The next step is to apply linear filters to keep the lines and remove the white
pixels that do not compose the court. The proposal in [13] is to use Roberts for the US
Open and Canny for the other two tournaments.

The Roberts filter is an operator used in computer vision for edge detection. The filter
consists in a differential operator which aims to approximate the gradient of an image
through discrete differentiation. This means replacing the value of the central pixel with
the sum of the squares of the differences between diagonally adjacent pixels. In the end,
the function returns edges at the points where the gradient of the image is the highest.

The Canny filter is a multi-stage algorithm that is used to detect edges in an image.
The underlying principle of this algorithm is similar to that of the Roberts filter, which

9



CHAPTER 1. INTRODUCTION

also aims to locate the local maxima of the gradient to identify edges. The Canny filter
process begins by applying a Gaussian filter to eliminate noise and calculate the gradient
magnitude and direction of the image. This is followed by the implementation of gradient
magnitude thresholding or lower bound cut-off suppression to discard any spurious
responses in edge detection. A double threshold is then applied to determine potential
edges. The final step is the implementation of non-maximum suppression and hysteresis
thresholding to obtain the final edges as per [6].

After the application of linear filters, the Hough transform [19] is applied to extract the
lines from the input candidate points. It is particularly useful for segmenting the tennis
court, because it allows the lines detection of any orientation in an image, even if they
are partially obscured or hidden by other objects in the analysed frame [2]. The next step
is court validation, which verifies that the lines conform to a tennis court. Short lengths,
bad placements, or wrong slants are all indicators of lines to be removed. Corners and
geometry are also validated to allow for better tracking of the player’s position based
on these strategic points. To increase the robustness of the algorithm, it is suggested to
ensure that the previously selected corners are located at the intersection of two lines. The
geometric check is based on the size of the lines and their relationships with each other.
The final horizontal lines of the court must be parallel and have the same size proportion,
while the vertical lines must have the same size.

1.3.3.2 Players Detection and Tracking

In the literature, a possible way to detect and locate players on the court is using the
Deformable Part Model (DPM) [10]. DPM is a type of statistical model that represents
objects as a set of parts that can move and deform independently. The model is trained
specifically to detect and recognize objects of different sizes and scales. With an accuracy
of around 73%, in [25], the DPM works as a tool to identify the players from broadcast
sports videos. However, such an approach can lead to false positives given the similarity
in shape of spectators and the referee. Moreover, it may fail to detect players when they
are partially occluded by other players because the DPM detector applies non-maximum
suppression after the object detection. This technique removes duplicate or overlapping
detections of lower score or confidence.

Another way to detect and track the players applied to the tennis sport was studied in
[41]. In this approach, the core idea is to find a non-dominant-color region surrounded
by dominant-color areas. These non-dominant regions are supposed to be the players
somewhere inside the dominant color region, representing the court. It is required to
detect in the first place the court view shot and only then apply this method.

An alternative way to detect tennis players is to use standard background targeting
followed by a simple blob tracker [50]. As during the point there is a fixed camera
filming, theoretically, the only moving objects will be the players on the court and the
ball. The process consists of binarizing two consecutive frames and then subtracting
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them. After that, the resulting image will reveal the differences between the two frames
in white and everything else will be black. Using blob detection algorithms such as
Scale-invariant feature transform (SIFT) [23], Laplacian of Gaussian (LoG) [21] or even
Connected Component Labelling [37], it is possible to detect and isolate players.

1.3.3.3 Tennis Ball Detection and Tracking

Some different tennis ball tracking algorithms can be found in previous projects. A part
of them uses multiple cameras, like in [34], while others can do the job with a single
transmission camera. We will analyse examples of these last approaches.

One possible way to develop a system for tracking a tennis ball using computer vision
techniques can be found in [26]. The developed system uses three different techniques.
They differ from each other in how foreground objects are detected and the background
model is used.

The first technique, called background subtraction with verification, starts by creating a
background model by averaging a number of background images. Then comparing the
current image to the average background image to identify differences. These differences
are considered candidates for the tennis ball, but they are further verified based on various
criteria, such as color and size, to confirm their identity. Additionally, candidates located
within the area of the player are removed, as these are likely to be false positives.

The second technique, image differencing between current and previous images, involves
detecting candidates for the tennis ball in the current image by comparing it to the previous
image, using image differencing, and identifying differences. There can, however, be a
situation known as "double detection" in which the same ball position is detected in
both the prior and current images. Background subtraction is performed on the current
image to eliminate candidates originating from the previous image. After that a logical
AND operation is used between the result of the image differencing and the background
subtraction. The region of the ball obtained from the preceding frames is then removed.
Rather than using the average image as the background model, the authors use a model
that simulates the value of each background pixel as a single Gaussian distribution. This
is more robust to noise and variations in lighting conditions. In the case of real-world
scenarios, this last step is essential to prevent incorrect detections due to meteorological
conditions, such as clouds passing in front of the sun.

The third technique to detect the ball named adaptative background modelling using a
mixture of Gaussians used in [26], is somehow similar to the second one. The difference
between them is that this last one uses a mixture of Gaussians to model the value of
the background pixels instead of a single Gaussian. This technique is also more flexible
and dynamic because it can adapt the background model to gradual changes in the
environment.

There are some other approaches to detect the tennis ball, in [35], for example, the
authors suggest that the universal yellow color present in the ball can represent an
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important feature for its tracking. Nonetheless, due to its size and fast-moving speed, its
color can be intensely affected by the court color it is moving on.

Another possible method for detecting and tracking the tennis ball is presented in
[50]. In the article, the authors present a solution for robust detection under low-quality
tennis match videos. Their approach starts by extracting foreground-moving objects using
a pixel-wise temporal differencing. After that, the detected objects are clustered into
blobs together with a small surrounding area. This area is binarised, and an ellipse is
fitted to the detected edge pixels on it. Then the normal direction and the gradient for a
number of pixels are calculated using a 3x3 Sobel Mask. Finally, an 8-dimensional feature
vector is constructed with certain accurate parameters to identify the tennis ball, like the
dimensions of the ellipse, the coordinates of the blob centre, and the mean of pixels inside
the blob in HSV channels. After having the tennis ball candidates, a particle filter is used
to track them. This particle filter assumes probabilities for the location of the ball during
its movement. When the ball is near one player there is a change of dynamic model to
track it and when the ball starts to move away again, the first dynamic model assumes the
place and continues the tracking movement estimation.

The following section provides an in-depth examination of the current state-of-the-art
in audio feature analysis within the context of sports match videos.

1.3.4 Audio Feature Analysis in Sports Match Video Context

The aural component of sports video can represent a significant part in semantic event de-
tection [49]. It is possible to isolate the keywords that can support a spectacularity measure
of the events. These keywords or some specific sounds can come from the commentators,
the referees, the players, or even the audience. As shown in Figure 1.4, audio keywords can
represent the MLR, which may lead, through some domain knowledge, to constructing
the HLS. These aural MLR can be created from the different audio LLFs supported by
vector machines or algorithms. In [49], the authors affirm that based on experimental
results, the audio models have the needed characteristics to help event detection in sports
videos. These characteristics can include spectral features such as the energy and the
power of a signal, and pitch features including the fundamental frequency and harmonic
frequencies of a signal. Can also include Mel-Frequency Cepstral Coefficient (MFCC)s,
rhythm measured in Beats per minute (BPM), or even temporal features like zero crossing
rate, energy entropy, and energy variation.

Some research in detecting audio features was made, and it was found that they can be
a valuable tool for detecting events. However, due to the similar audience noise produced
in different moments of sports games, it is complicated to distinguish and label events
only based on the aural component of those broadcast videos. In our particular case,
aural features can be an evaluative tool or a good indicator of the best moments in the
tennis game. When combining the visual and the audio features the highlight detector
can become more robust and accurate. There is already some research in the area that
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can prove the successful harmonious conjugation of visual and audio features in tennis
matches [41].

1.3.4.1 Audio Features Extraction

The first step in detecting events is understanding how and when to extract audio features.
The chosen method must be as robust as possible, having the ability to distinguish the
relevant information present in the audio part of the video. It is also essential to understand
when these features appear so that they can be related to the outstanding moments present
in tennis matches.

Due to the typically low noise level present during tennis matches, the utilization of
aural features may not be as effective in detecting all events. However, it can be useful in
identifying specific, notable events and highlights. The audience and commentators in
tennis tend to generate minimal noise during most of the matches. Therefore, instances
of increased noise levels, such as vigorous applause, can be used as an indicator of an
exceptional event.

In [47] the authors introduced the term "audio keyword". It refers to a group of sounds
that are specifically related to the actions of players, commentators, audience and referees,
within a game. These sounds can be used to convey important information about what is
happening in the game.

In later research [48], the authors present an approach to collect the LLF from the audio
of the sports video transmissions. The article [48] introduces a new system to identify
and classify audio keywords and compares it to a previous one introduced in [47], the
hierarchical SVM. The introduced system is an adaptive HMM. It was presented as an
improvement of SVM as a keyword classifier system because this one does not consider
any contextual information and because to become a robust recognizer it has to be trained
with big amounts of data. An adaptive HMM is used to refine the initial HMM, which is
obtained from an available training dataset, using a diminutive number of testing data in
order to better fit the attributes of a testing sports game video. The developed algorithm
to achieve the aural features extraction is based on MFCC and Energy because they show
success in experiments in audio keyword recognition and in speech recognition obtained
in the author’s previous research [47]. The authors, based on different experiences, define
the short duration features as 0.2 seconds long (e.g. the ball hitting the racket) and 1
second for the longer ones (e.g. keywords in commentator observations and audience
noise). The louder and more excited interventions by the commentators and the audience
indicate to be the best highlight indicator when compared with other noises during the
game.

In Table 1.1 it is possible to observe both proposed methods and observe how accurate
they could be in detecting the audio keywords present in the audio part of a real case
scenario. It is notorious that at the frame level, the HMM-based method performance is
superior to the SVM keyword classifier approach.
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Table 1.1: Comparison between HMM and SVM in detecting some of the audio features
present in a basketball video [48]

Audio Keywords Methods Recall(%) Precision(%)
Audience SVM 83.71 79.52

HMM 95.74 95.74
Excited Audience SVM 80.14 81.17

HMM 85.71 85.71
Commentator SVM 79.09 78.27

HMM 98.04 94.34
Excited Commentator SVM 78.44 82.57

HMM 86.67 100

Another successful case of the use of HMM-based method to detect the audience
applause and noise can be found in [41]. Here, the authors use as audio features the
band energy ratio, energy, bandwidth, zero-crossing rate, frequency centroid and MFCC.
In tennis, the audience use to be quiet until some outstanding event happened. These
remarkable moments could be composed of baseline rallies or even aces. The proposed
approach focused on detecting audio effects at the end of each play and labelling it
accordingly. If it was detected cheers and applause at the end of it, the play is marked as
a possible highlight, otherwise, it is ignored from the aural point of view.

There are already audio feature detectors that are quite efficient, as shown in Table 1.1.
Combining them with other feature detectors present in the frames of a tennis broadcast
video could improve the robustness of sports event detection and highlight generation.

1.3.5 Textual Features Analysis in Sports Match Videos

The textual information associated with sports broadcasts can be separated into two
different categories as described in [15]. The first category involves the extraction and
analysis of external sources, including text from websites related to the sport and statistics
found on the internet. These data could be very useful forevent detection and segmentation
due to their detailed information about the players and the description of the precise time
when the occurrences happened during the game. The second category is directly related
to Overlaid-text (OT). In other words, it is the textual data that appears on the screen
during the game. This information may include the result of the game, fouls committed,
ball speed and some additional statistics.

1.3.5.1 Textual Features Extraction

In the publication [46], the authors propose an automated event detection method for
American football that is based on the integration of features from within the video and
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external sources. Specifically, the developed algorithm extracts text from sports websites
and fuses this information with other features to detect significant events during the game.

The work in [12] describes a method for extracting and recognizing overlaid text from
soccer videos. There are some challenges associated with its recognition in soccer videos,
including the presence of motion blur, occlusion, and variations in font and text size. The
proposed method to do it involves pre-processing the video frames to remove noise and
improve contrast and then applying a text detection algorithm to locate and extract the
overlaid text. To achieve this, the Sobel operator is applied to the original frame.

The Sobel operator [22], a convolution-based filter, is used to calculate the gradient
magnitude of the image, which is a measure of the change in intensity of the image
pixels. The gradient magnitude is then used to identify areas in the image where there
are significant changes in intensity, which correspond to edges.

After the application of the Sobel filter to the original image, the authors apply
element dilatation [21], binarization, a morphological opening [21] and finally, a connected-
component analysis [23] to locate exactly where the surrounding boxes with the textual
information are located, as can be seen in Figure 1.5.

Figure 1.5: Figure from the article [11] to illustrate the detection and extraction process of
the Overlaid Text within a TV transmission of a football match.

Upon identification of the regions containing overlaid text, the authors present a
technique for recognizing the text through the application of Optical Character Recognition
(OCR) technology. The OCR process converts the image of the text into machine-readable
characters as described in [31]. To optimize the performance of the OCR software, which is
generally more effective with images featuring black text on a white background, an image
binarization process is applied. This is achieved by utilizing a threshold value obtained
through Otsu’s method [24]. The quality of the text recognition is directly proportional to
the clarity of the letters within the image.

The proposed method for extracting and recognizing overlaid text from soccer videos
results in a set of textual features that can be utilized for event detection. These features,
obtained through OCR technology, can be matched against a pre-determined set of soccer-
concept keywords. Additionally, the OCR is capable of detecting numerical values present
in the score marker, which can serve as a valuable confirmation tool for event detection.
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This enables a precise understanding of when a goal or point has occurred during the
match.

To effectively classify the various occurrences detected during the match, it is important
to organize them into distinct categories. The next section examines the strategies utilized
for classifying the events detected during tennis matches.

1.3.6 Event Classification

This section aims to provide an understanding of how low-level data can be used to extract
higher-level video features and semantics, as shown in Figure 1.4. We also explore how to
distinguish and classify different events in tennis video broadcasting by combining spatial
movement, temporal information, and audio effects.

The current section is built upon the research conducted by [13] and [41] on event
classification in tennis. Both of these approaches involve connecting various frame-
based information with symbolic descriptions of the scene. In the examination of both
approaches, four distinct features were taken into consideration. The first feature pertains
to the moving distance of a player during a single play, which is then classified as "short",
"medium", or "long" in accordance with predetermined criteria. The second one is about
the relative position of the player in relation to the court, which is classified as either "near
the net" or "away from the net". This last feature considered is determined by the service
line. If the analyzed player crosses the service line in the direction of the net at least once,
it is classified as "near the net." Contrarily, if the player never crosses the service line, the
play is classified as "away from the net." The third one is related to the length of the play,
which is also classified into three stages: "short", "medium", and "long". The final feature
considered is the presence or absence of sound effects or applause at the end of the play.
The combination of these last four elements is sufficient to classify events into a range of
different types of plays.

Based on the previously discussed research conducted by [13] and [41], a tennis event
can be classified into five distinct categories. This classification is achieved by considering
various frame-based information and linking it with symbolic descriptions of the scene.

The first event considered is a fault. It can be characterized as the moment when a
serving player fails to place the ball correctly within the designated playing area, when
this happens, the point cannot start. In these cases, the camera will often switch to an
off-court view. When a fault is committed, the audience is typically silent.

The second type of event is similar in characterization to the first, but it is less common
to occur. It is called "Double fault". This type of event will only be detected if, after the
first committed fault, there is no change in the scene and the player fails to execute the
second serve as well. It is characterized by being longer than a single foul and by low or
non-existent player movement. This moment is usually followed by a moment of silence
or a sound of astonishment. This sound likely has a spectral pattern distinct from that of
applause.
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The third event type is called "Ace" or "non-returned service". It is considered an ace
when a player successfully serves and the opponent is unable to make any contact with the
ball. Contrarily, if the opponent is able to make contact with the ball, throwing it to the net
or falling outside of the court, this event is referred to as a non-returner service. In both
instances, the audience typically communicates their excitement through applause. In
both implemented approaches, [13] and [41], aces and non-returned services are classified
as the same.

The fourth, known as a "baseline rally" is created when a player successfully executes
a serve and the opponent returns the ball with success. For a playing moment to be
considered a baseline rally, both players must remain around the baseline until one of
them is unable to return the ball. Consequently, neither player approaches the net during
the course of the shot.

The final considered event is the "net approach". This one is considered when, after
a player successfully serves, the opponent successfully returns and one or both players
approach the net with the intention of putting pressure on their opponent.

The last two events can be detected via image processing alone, however, the audio
features present at the end of both plays may provide additional information to classify
the level of spectacularity of the point, based on the noise produced by the audience after
the play.

In Table 1.2 each one of the described events is classified according to the features they
have to group. It explains what specific combinations of mid-level representations can
lead to the labelling of the different events during the game.

Table 1.2: Tennis Events-Features Correspondence([13],[41])

Player Net relative Play Sound or
Movement positioning length applauses

Fault Short Away Short Silent
Double fault Short Away Medium Silent

Ace or Short Away Short Noise
Non-returned service

Baseline rally Medium/long Away Medium/long Noise
Net approach Medium/long Near Medium/long Noise

As it is possible to understand, Table 1.2 describes the events of an entire play, without
discriminating the individual moments within it. Nonetheless, in this dissertation, we
want to take this topic to another level. To accomplish this goal, we intend to develop an
algorithm capable of identifying and distinguishing every single moment during a single
play. The developed software will be able to differentiate between a right and a left swing,
segment the precise moment when a player approaches the net, and determine the type
of shot that the player chooses to execute.
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2

Tennis Event Detection

Having a comprehension of the fundamental concepts related to video analysis and image
processing techniques, in this chapter, we present the proposed solution to overcome
the engineering problem introduced in the particular case of tennis. We will explain, in
detail, our developed work allowing a deep understanding of what kind of high-level
characteristics can be extracted from the tennis match and how this information can
be accessed in real-time. The videos chosen within the scope of the development and
testing of our project have a quality defined as 720p (stands for 1280 × 720 pixels) and
the number of Frames per second (fps) in the tested videos is between 25 and 30. To
a better understanding of all the steps taken to achieve the final goal, we separate the
major milestones into sections. These sections explain the methodologies, techniques, and
approaches to solve every found challenge.

In the first section, we will focus on distinguishing between the transmissions that are
capturing tennis court views and those that are not.

2.1 Tennis Court View Detection

In the context of tennis TV broadcasts, we can identify two distinct categories: court view
and non-court view, as shown in Figure 2.1. The focus of this analysis is on detecting court
view shots. The accurate identification of court view shots is a crucial step in detecting the
initiation of a play. During gameplay, the camera is typically positioned behind one of the
players and is not subject to significant movement. When adjustments are made, they are
typically small and smooth movements to keep up with the players’ movements.
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(a) Non-court view shot (b) Court view shot

Figure 2.1: Two examples of the distinct view shots under study.

The developed algorithm to detect the beginning of one play is based on comparing
the previous with the current frame of the video. The objective is to identify a change of
scenario. The adopted method is based on the Peak signal-to-noise ratio (PSNR) value
obtained from its formula. The PSNR is an engineering term used to measure the quality
of a signal by comparing the peak signal strength from it to the strength of the signal’s
noise. It is defined as the ratio between the maximum possible power of a signal and
the power of the noise that corrupts the signal affecting the integrity of its representation.
PSNR is commonly used to evaluate the quality of image compression and transmission
techniques. The higher the PSNR value, the better the quality of the image. This value is
typically measured in decibels (dB).

To detect the differences between the current and the last frame, first, we have to
calculate the Mean Squared Error (MSE) between them. MSE can be used to measure
the difference or dissimilarity between two images. It is defined as the average of the
squared differences between the pixel values of the two images. The MSE is a scalar value
that ranges from 0 to infinity, with lower values indicating that the two images are more
similar.

MSE provides a direct measure of the average pixel difference, while PSNR provides
a relative measure of image quality. Together, the equations (2.1) and (2.2) can provide a
more robust and accurate assessment of the differences between the images.

MSE =
1

𝑤 · ℎ

ℎ∑
𝑖=1

𝑤∑
𝑗=1

(F𝑖 𝑗(𝑘) − F𝑖 𝑗(𝑘 − 1))2 , 1 ≤ 𝑘 ≤ K (2.1)

PSNR = 10 · log10

(
MAX2

MSE

)
(2.2)

As outlined in Equation 2.1, the MSE, calculated in the range of frames in the video,
K, is determined by calculating the average of the squared differences between each pixel
value of the previous, 𝐹(𝑘 − 1), and the current frame, 𝐹(𝑘), both with dimensions 𝑤 × ℎ.
Subsequently, the PSNR in decibels (dB) can be calculated using the formula presented
in Equation (2.2), where MAX represents the maximum possible value for a single pixel,
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which in this case is 255. The final step is to compare the PSNR value to a predetermined
threshold.

A different method to detect scene change was also tested. This other method called
Structural Similarity Index Measure (SSIM), takes into account the structural and lumi-
nance information of the images. It is more complex and computationally intensive, but
it is better at detecting structural differences between two images, such as changes in
texture, contrast, and spatial relationships. Considering two different images, 𝑥 and 𝑦,
the index equation of this method is presented below in (2.6) resulting from the product
of the brightness, contrast and structure components of those images. Assuming all the
weights 𝛼, 𝛽 and 𝛾 have the same value, defined as 1, the resulting equation to calculate
the SSIM can be reduced as shown in (2.7).

𝑙(𝑥, 𝑦) =
2 · 𝜇𝑥 · 𝜇𝑦 + 𝑐1
𝜇2
𝑥 + 𝜇2

𝑦 + 𝑐1
(2.3)

𝑐(𝑥, 𝑦) =
2 · 𝜎𝑥 · 𝜎𝑦 + 𝑐2
𝜎2
𝑥 + 𝜎2

𝑦 + 𝑐2
(2.4)

𝑠(𝑥, 𝑦) = 𝜎𝑥𝑦 + 𝑐3
𝜎𝑥 · 𝜎𝑦 + 𝑐3 (2.5)

𝑆𝑆𝐼𝑀 = 𝑙(𝑥, 𝑦)𝛼 · 𝑐(𝑥, 𝑦)𝛽 · 𝑠(𝑥, 𝑦)𝛾 (2.6)

𝑆𝑆𝐼𝑀 =
(2 · 𝜇𝑥 · 𝜇𝑦 + 𝑐1)(2 · 𝜎𝑥𝑦 + 𝑐2)(𝜎𝑥𝑦 + 𝑐3)

(𝜇2
𝑥 + 𝜇2

𝑦 + 𝑐1)(𝜎2
𝑥 + 𝜎2

𝑦 + 𝑐2)(𝜎𝑥 · 𝜎𝑦 + 𝑐3)
(2.7)

The equation (2.6) can be divided into three distinct components. The luminance
component, 𝑙, compares the average intensity of the images. It is calculated as presented
in (2.3). Where 𝜇𝑥 and 𝜇𝑦 are the average pixel intensities of the images, and 𝑐1 is a small
constant used to prevent division by zero.

The contrast component, 𝑐, calculated in the formula (2.4), compares the local contrast
of the two images. The 𝜎𝑥 and 𝜎𝑦 represent the standard deviations of their pixel intensities,
and 𝑐2 is a small constant used to avoid division by zero.

Finally, the structure component, 𝑠, compares the correlation between the images. It is
calculated in (2.5). Where 𝜎𝑥𝑦 is the covariance of the pixel intensities of the frames, and
the zero division is prevented by using the small constant c3.

One advantage of choosing PSNR over SSIM is that it is faster and easier to calculate.
Additionally, PSNR may be preferred when the objective is to compare the quality of
images with a high signal-to-noise ratio, such as in image compression, or in the case
where the objective is to compare the quality of images that are relatively clear and
noise-free.

Upon completion of the PSNR method, if the current frame has met the criteria set by
this test, it is assumed that the next play is about to begin. The number of the frame in
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which the change of scene is detected is saved for subsequent identification of the duration
of play.

The same methodology is used to detect the end of the court view shot. When another
change of frame is detected after the play has begun, the number of the frame is subtracted
from the number of the one that marks the beginning of the court view shot. The resulting
number is multiplied by the number of fps, to determine the duration of the match in
seconds.

To enhance the method discussed earlier, we have developed two functions to validate
the start and end of a new match scene. These functions primarily concentrate on detecting
alterations within the scoreboard. When the scoreboard becomes visible on the screen, it
acts as an indicator for the beginning of a new play. Similarly, the moment when it changes
or disappears in the broadcast transmission represents the conclusion of a disputed point.
All of these observations provide valuable information to construct a more robust detector
for identifying key moments within the game.

Once the court view has been identified in a TV tennis broadcast, the next step is to
detect the precise placement of the court lines. This next step is crucial for extracting more
substantial information on the relative positioning of players throughout the game.

2.2 Tennis Court Lines Detection and Segmentation

The method for detecting and segmenting court lines begins with cropping the image
using a Region of Interest (ROI). This initial selection serves to reduce computational
complexity and increase the efficiency of subsequent techniques. The ROI is defined as
a percentage and is primarily used to remove a significant portion of the surrounding
audience from the image.

The next step involves converting the image to grayscale, followed by binarization
using the Otsu method. The resulting black-and-white image is then processed using the
Canny edge detection function to extract edges.

Before applying the Hough Line detection technique, a dilatation of both vertical and
horizontal lines is performed, followed by an erosion with a different kernel applied to
the vertical lines only. Both techniques can be mathematically written as shown in (2.8)
and in (2.9).

(𝐹 ⊕ 𝐺)(𝑖 , 𝑗) =
⋃

𝑚,𝑛∈𝐺
𝐹(𝑖 − 𝑚, 𝑗 − 𝑛) (2.8)

(𝐹 ⊖ 𝐺)(𝑖 , 𝑗) =
⋂

𝑚,𝑛∈𝐺
𝐹(𝑖 + 𝑚, 𝑗 + 𝑛) (2.9)

Equation (2.8) is the mathematical representation of the dilatation operation in an
image processing context. The 𝐹 represents the input frame. ⊕ denotes the dilation
operation signal. 𝐺 is the structuring element, which defines the shape and size of
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the neighbourhood used for the dilation operation. In image processing, the structuring
element is usually a small binary matrix ora smallneighbourhoodofpixels. (x,y) represents
the pixel coordinates in the output dilated image, while (𝑖 , 𝑗) represents the relative
positions within the structuring element 𝐺. The 𝐹(𝑖 −𝑚, 𝑗 − 𝑛) denotes the shifted version
of the input image 𝐹 by the relative position (𝑖 , 𝑗) (moving the structuring element 𝐺 to
the pixel coordinate (𝑥, 𝑦)). ⋃ represents the union operator, which takes the union of
all shifted versions of the input image 𝐹 based on the structuring element 𝐺 at the pixel
coordinates (𝑥, 𝑦). (𝐹 ⊕ 𝐺)(𝑥, 𝑦) represents the result of the dilation operation at the pixel
coordinate (𝑥, 𝑦) in the output dilated image.

Likewise, in equation (2.9), we present the erosion corresponding formula. The erosion
operation (⊖) is conducted between the input frame 𝐹 and the structuring element 𝐺. In
the erosion case, the symbol

⋂
denotes the intersection operator, which computes the

intersection of all shifted versions of the input image 𝐹 based on the structuring element
𝐺 at the pixel coordinate (𝑥, 𝑦).

After the application of the previously mentioned operations, the Hough Line detector
is then applied to obtain only the candidate lines that compose the court. By analyzing
the slope of the output lines, the relative distance between points and the position of all
of them, the algorithm composes two vectors. The next step is to remove small lines and
multiple ones detected in the same location. Finally, the method correctly displays the
vertical and horizontal lines forming the court.

All processes until the final results are present in Figure 2.2 for a Wimbledon match.
The subfigure labelled 1 in the top right corner represents the original frame, captured

when the court view is detected. From this initial frame, a series of transformations
are applied, including resizing and grayscale transformation, as depicted in subfigure 2.
Subfigure 3 illustrates the application of the Otsu method for image binarization. The
Canny edge detector is applied to the image in subfigure 4, followed by vertical and
horizontal dilation, as shown in subfigure 5. The Hough line detector algorithm is then
applied, and the resulting lines are displayed in blue for horizontal lines and green for
vertical lines as in subfigure 6. Further, a process of comparison and elimination is carried
out to eliminate small lines and multiple lines in the same space, resulting in the final
subfigure 7, where the vertical lines are displayed in blue, and the horizontal lines are
displayed in green.

The successful detection of all court lines leads us to the identification of the four
constituent corners of the court. This final task is based on comparing each detected line
and subsequently labelling the corners of the court based on their respective distances
from the corners of the frame. By comparing the endpoints of the detected lines with each
other, it becomes possible to identify them.

Precisely identifying court lines is crucial in establishing the positional relationship
between players and the court. This initial detection is a foundation for achieving more
accurate player detection and tracking. Subsequently, the following section explains the
comprehensive methodology and the developed algorithms employed to achieve robust
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Figure 2.2: The sequentially numbered process images resulting from applying the Tennis
Court Line Detection algorithm to a Wimbledon match: 1- The original RGB frame, in
which the court scene is identified. 2- A resized image that has been converted to grayscale.
3- Binarized image, obtained using the Otsu method. 4- The application of a Canny edge
detector. 5- Vertical and horizontal dilatation. 6- The application of the Hough line
detector, in which the vertical lines are represented in green and the horizontal lines in
blue. 7- The final line segmentation, in which all detected lines are filtered.

player detection and tracking.

2.3 Players Detection and Tracking

During the points disputes, the camera is fixed, making only small movements to follow
the main actions. Around the court area are only referees, the ball boys and girls and the
players. The first ones should remain stationary in the same position throughout the play,
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CHAPTER 2. TENNIS EVENT DETECTION

so theoretically, the players will be the only moving objects along the court.
The adopted technique to identify the players on the tennis court is called Background

Subtraction (BS). BS is a prevalent and extensively employed technique used to generate
a foreground mask. This mask, which comprises binary image data, effectively identifies
the pixels that correspond to the moving objects within the observed scene. By utilizing
stationary cameras, BS calculates the foreground mask through a subtraction operation
conducted between the current frame and a background model. This background model
contains the stationary elements of the scene or, in a wider context, any components that
possess the characteristics of a background under the observed scene [7].

In our case, we employ a binarization process on both images, followed by subtracting
the current from the previous frame. Given that the only entities in motion between
consecutive frames are the players, the resultant image of this operation should contain
the players as white foreground elements, while everything else appears black. However,
achieving this outcome is not as straightforward as it may initially seem, owing to minor
camera movements and the motions of the referees. Consequently, the subtracted image
exhibits additional white blobs beyond just the players. Further image manipulation
techniques are necessary to accurately distinguish the players from these extraneous
elements.

The initial image processing operation applied is known as Opening, which involves
the sequential execution of two distinct Morphological Transformations: Erosion (2.9)
followed by Dilatation (2.8). This combined approach effectively eliminates noise from
the original image, as explained in [8].

After the removal of smaller blobs, a contour-finding function is employed to identify
the contours within the image. Subsequently, the focus shifts towards locating two blobs
within the game area, corresponding to human-sized dimensions, which represent the
players. Upon successful player detection, their positions are recorded, allowing for
faster and more precise tracking. The tracking algorithm narrows its search scope to the
surrounding areas of the players’ most recent positions. A maximum distance threshold is
defined to limit the potential locations of the players, with constant updates to the current
position.

Having successfully identified the players, the subsequent task revolves around analyz-
ing their movements and ball-striking actions at different moments during the gameplay.
To accomplish this objective, a specialized ball-tracking algorithm was developed. Rec-
ognizing that the tennis ball always maintains a yellow color, for every tournament, a
function to ignore other colors is applied to the analyzed frame. First, the original Red,
Green, Blue (RGB) color space is converted to the Hue, Saturation, Value (HSV) space. In
this way, it is possible to ignore the variances in the brightness and luminosity present in
the frames and consider only the desired color. Subsequently, the algorithm utilizes this
yellow filter on the Hue channel of the HSV, resulting in a black-and-white representation
where all the white elements fall within the defined threshold for the yellow color, as
determined by the used function [9].
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2.3. PLAYERS DETECTION AND TRACKING

The subsequent stage is similar to the players’ identification process, but this time,
the filters are defined to identify the tennis ball. The algorithm searches for elements
within the defined court area, adhering to an additional surrounding threshold, and
possessing dimensions corresponding to a tennis ball. This enables the accurate detection
and tracking of the tennis ball throughout the course of the game. After the ball detection,
its position is stored in a variable.

The result of the application of both algorithms combined with the corner identification
algorithm is shown in the figure above.

Figure 2.3: The generated image is a culmination of the combined implementation of
the players’ tracking algorithm and the ball tracking algorithm. Within the image, the
presence of a magenta rectangle represents the bounding box containing the player located
farthest from the camera, while a cyan rectangle delineates the current position of the
player closest to the camera. At the top corners of both rectangles, red circles are used to
depict the top left corner of the presently detected position, while a blue circle represents
the previous top left corner of the tracked player’s position. Additionally, the current
identified position of the ball is enclosed within a black circle.

As can be seen in Figure 2.3, both players are surrounded by rectangles of distinct
colors, and near the top left corner two different colors can also be observed. The red
circle represents the identification of the player’s detected position at the top left corner,
while the blue circle signifies the identification of the same point in the previous player-
detected location. The distance between them is used to calculate the displacement of
the player frame from one frame to another, providing valuable information on their
movement. Furthermore, Figure 2.3 displays a black circle, which corresponds to the
output position generated by the ball tracking algorithm, effectively tracking the tennis
ball’s location during the game. To facilitate a comprehensive understanding of the
outer court boundaries and the corner locations, resulting from the application of the
algorithms explained in section 2.2, we have chosen to display the elements in green and
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CHAPTER 2. TENNIS EVENT DETECTION

red, respectively.

With successful detection of the players and the ball accomplished, our subsequent
goal is to extract higher-level information from the game. In this pursuit, valuable data can
be obtained, including the identification of the winning point shot and the determination
of the total number of shots that have taken place during each play. These insights provide
meaningful and relevant details that contribute to a comprehensive analysis of the tennis
match dynamics and outcomes.

2.4 Shot Segmentation and Counting

To accomplish the detection and identification of the type of applied shot, we utilize
an algorithm for articulated human pose estimation, which enables the detection of the
player’s body movements and ball-striking actions. For this purpose, we use a pre-trained
Caffe model [2]. The chosen model relies on the MPII Human Pose dataset [1]. This model
based on MPII produces 16 output points. These points are different articulations and
body parts. They are the head, the neck, right and left shoulders, the elbows, both wrists,
the hips, the knees, the ankles, the chest and the background. In the developed algorithm
for pose estimation, we apply it to a single player at each time. The output predictions of
the network will be a 4 dimensions matrix. We ignore the first dimension because it is the
image ID and we only pass one image to the network at each time. The last two dimensions
are the height and the width of the output map, respectively. Finally, we have the second
dimension indicating the index of the keypoints. For MPII it generates 44 points, we only
use the first 16 that correspond to the keypoints of the body parts predictions. After that,
we get the location of each point within the image by finding the maxima of the confidence
map of that keypoint. We also use a threshold to eliminate wrong detections.

Through a comparative analysis of the points derived from the players’ pose estimation,
it becomes possible to verify the type of shot performed by the player. Combining this
information with the specific location of the players on the tennis court, we can obtain
high-level information on the play and enrich the metadata extracted from the tennis
game. In Figure 2.4 it is possible to understand how the pose estimation points can be
useful in identifying the type of tennis shot applied.
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(a) Forehand (b) Backhand

Figure 2.4: This figure showcases two distinct types of tennis shots and their corresponding
identification through skeleton analysis. Sub-figure (a) illustrates a forehand shot, while
sub-figure (b) depicts a backhand shot.

The different types of shots identified can be distinguished from the other by analysing
the body positioning. In 2.4(a), the pose estimation points distributed along the player’s
body allow the developed algorithm to identify a forehand. Similarly, subfigure 2.4(b),
presents the articulated body when the player is executing a backhand shot. If both the
right and left wrists are detected on the right side of the neck during the shot movement,
it will be classified as a forehand. Conversely, if the same occurs on the left side, it will be
categorized as a backhand. Another criterion to determine the shot type is the positioning
of the knees in relation to the ankles of the players. Therefore, if both knees are positioned
on the right side of the ankles, it is considered a forehand. On the contrary, if the right knee
is on the left of the right ankle and the left knee is detected on the left of the left ankle, the
shot is classified as a backhand. We apply these criteria to the player closest to the camera.
For the player on the other side of the net, we reverse the relationship between the body
parts. Also, these shot type detections are calculated for right-handed players, so inverting
the final classification is sufficient to determine the type of shot for left-handed players. It
is possible to know in advance whether a certain player is left-handed or to calculate it at
the beginning of the match after detecting how the player is performing the service. The
other two types of shots are classified as Ace and Overhead. The last is detected when the
right, or the left, wrist is detected above the player’s head and he is close to the net of the
court. The Ace is defined when there were no detected shots during the point.

Upon successfully detecting how the point was won and documenting the number
of shots involved, the subsequent crucial aspect is to determine the specific timing of the
point’s victory and the corresponding match status both before and after that key moment.
This contextual information is essential in understanding the game’s overall progression
and can provide valuable insights into the dynamics of player performance and strategies.
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2.5 Score Detection and Extraction

To improve event detection and classification, score information is collected at the end of
each play. This allows precise determination of the serving player and point winner.

The proposed algorithms are designed to adapt to the variations in scoreboard design
across different tournaments, such as Wimbledon and Grand Slam or Roland Garros. The
algorithm begins by identifying the scoreboard location, then by resizing the image to
zoom in on the score and performing image binarization to obtain a black-and-white
image of the score, with a white background and black letters and numbers. However, in
some tournaments, as present in Figure 2.5, the scoreboard may have a region where the
numbers are white on a colored background. To address this, a mask is applied to invert
the black-and-white elements in this region, ensuring that the complete score information
is captured in black. Finally, the algorithm proceeds to identify the serving player and
obtain the points information of the ended play.

Figure 2.5: The Tennis Score Information Extraction Process Applied to a Wimbledon
Match: 1-Extraction and resizing of the detected scoreboard. 2- Mask used to define
the region where black and white pixels are inverted. 3- Obtainment of a scoreboard
with black letters and numbers on a white background. 4,5- Identification of the region
of the scoreboard indicating the serving player (Player 1 or Player 2, respectively) 6,7-
Identification of Player 1 and Player 2 scores, respectively, for the current set.

Figure 2.5 shows the process of tennis score information extraction applied to a match
from the Wimbledon tournament. The original frame from the match can be seen in
the background. The first subfigure, 1, presents the scoreboard with a double zoom-in.
The second subfigure, 2, shows the mask used to invert the black and white pixels in the
specified region. This region is where the foreground is white and the background is black,
and a color inversion is applied only to the pixels where the mask is white. Subfigure
3 presents the scoreboard with all the letters and numbers in black and the background
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in white, providing better results for the OCR method. Subfigures 4 and 5 enable the
determination of the serving player by comparison. Finally, subfigures 6 and 7 display
the results of the current set for player 1 and player 2, respectively.

Next, the prepared images are converted into textual information by applying the
Optical Character Recognition (OCR) technology using the Tesseract engine [3]. This
information is then stored to enhance the identification of events.

In televised tennis broadcasts, remarkable events are occasionally highlighted through
replays. When players contest the referees’ decision regarding the ball’s point of impact on
the ground, they may request confirmation through challenges. These particular moments
present in TV transmissions hold the potential for generating metadata about the game
and serve to differentiate the highly disputed plays from others. In the next section,
we introduce the developed algorithms to detect and identify these significant moments
within the broadcast.

2.6 Special Events Detection

Upon analysing the TV transmissions of tennis matches, we have identified two distinctive
moments thatpossess the potential to generate valuable metadata forobjectively classifying
the attractiveness of a point. The first determined moment is known as replay, which is
commonly employed to emphasize outstanding points.

In the context of Wimbledon matches, before presenting a replay, the Wimbledon
logotype is showcased as a watermark on the screen with a flipping animation. Due to the
logo’s dynamic movement, variable size, and presentation as a watermark, its detection
and identification present considerable challenges.

Figure 2.6: Introduction to the replay of the Wimbledon tournament consisting of a
sequence of frames with the Wimbledon logo as a watermark.
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As presented in Figure 2.6, the Wimbledon logotype watermark signalizes the be-
ginning of a replay. Having it in mind, our approach starts by saving a preprocessed
black-and-white reference image, containing the isolated logotype. After detecting the
ending of a play, a fixed threshold is applied to eliminate darker noise from the frame.
Subsequently, the image is converted to grayscale and then to black-and-white. Following
these preprocessing steps, we subtract the obtained frame and the reference image and
then count the number of resulting white pixels. If the total of white pixels within the
subtracted image falls below a predetermined threshold, the algorithm signals the pres-
ence of replay, and the corresponding flag is set to true. Otherwise, the replay search will
continue until the beginning of a new play.

The other special event observed in tennis matches is commonly referred to as Challenge,
or Hawk-eye. Challenges in tennis present players with the opportunity to contest a line
call made by the umpires. As part of the established rules, each player is entitled to a
maximum of three unsuccessful challenges per set. At the conclusion of a point, if a player
disagrees with the referee’s decision regarding the ball’s landing position on the ground,
they can opt to call for a challenge. A successful challenge allows the player to retain the
same number of them for the duration of that set.

Before displaying the video generated with the Hawk-Eye, on the TV transmission,
a small symbol is exhibited always in the same location on the screen. Our algorithm
for identifying these moments involves the direct application of the PSNR between a
Region of interest (ROI), where the Hawk-Eye analysis indicator appears on the screen,
and an image containing the corresponding symbol stored locally. Once the endpoint of a
play is detected, the algorithm initiates the search for a frame where the replay indicator
associated with the challenge is expected to appear.

With the development of these algorithms to detect and identify every event, we are
now prepared to subject them to testing using real TV broadcast transmissions. This
crucial phase will verify the effectiveness and robustness of the algorithms, contributing
to the successful realization of our objectives in analyzing tennis match broadcasts.

2.7 Final Tests and Conclusion

This last section is dedicated to presenting the obtained results, analyzing them and
bringing some conclusions about the proposed solutions for the engineering problem
presented in the tennis context.

To validate the quality of the developed algorithm we decided to test it for all the Grand
Slam tournaments. These four tournaments are considered the most prestigious individual
competitions in tennis around the world [4]. They are the Australian Open, Roland Garros,
US Open and Wimbledon. All the tests were conducted using a computer equipped with
an Intel Core i5-7300HQ CPU of 2,50GHz. The videos have an HD (720p) resolution,
meaning they consist of 1280 x 720 pixels. They are composed of 25, 29 or 30 frames per
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second (fps). In Figure 2.7 we can observe the main differences in the characteristics of
the courts and the different scoreboard styles for the tournaments mentioned above.

(a) Roland Garros (b) US Open

(c) Australian Open (d) Wimbledon

Figure 2.7: The 4 screenshots of the tennis match transmissions used to test the imple-
mented algorithm. These tennis matches are from the tournaments including the Grand
Slam. Roland Garros (a), US Open (b), Australian Open (c) and Wimbledon (d) are
considered "the most prestigious individual competitions in tennis" [4].

A total of four recorded TV broadcast tennis match transmissions were used to evaluate
the quality of the developed algorithms. The matches include the Wimbledon 2023 men’s
final, the US Open female final 2023, the Australian Open male first round of 2023, and
the Roland Garros 2020 men’s final. Table 2.1 summarizes the results of those tests.

Table 2.1: The tested tennis matches (detected|real)

Australian Roland US Wimbledon
Open Garros Open

Points [detected|real] [233|234] [182|183] [157|159] [333|334]
Games [detected|real] [37|37] [26|26] [25|25] [46|46]

Sets [detected|real] [4|4] [3|3] [3|3] [5|5]
Processing time 42m12s 48m33s 37m51s 76m20s

(without shot counting algorithms)
Processing time 156m32s 299m50s 152m20s 512m37s

(with all the algorithms)
Match duration 165m08s 151m50s 103m50s 299m44s
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By analysing Table 2.1, we can observe optimistic results on automatic event detection.
The total accuracy on the 4 videos, of the point detection algorithm, was approximately
99.37%, while the accuracy for the set and game identification was 100%. We can also
confirm the viability of the project application in live TV tennis match streams because,
for every scenario, the processing time of detecting the points, games, sets, and all the
associated metadata is always less than half of the tennis match duration.

For the tested Wimbledon match, we decided to test the algorithm for counting ball
touches and the winning shot for each point. When these algorithms are working, the
total process execution time triples. Although the algorithm was successful in detecting
the winning shot at several points, the overall results obtained are not yet very promising,
and it will need to be improved in terms of execution time and accuracy in the future.
The algorithm to identify a player’s challenge call was also tested for the same game. In
order to assess the algorithm’s performance, we use the terms True Positive (TP), False
Positive (FP), False Negative (FN) and True Negative (TN) [5]. The results obtained were
[14|0|4|315], which means we got 14 correct detections of the Challenge call made by
the players, 315 correct detections of points without the use of the Hawk-Eye, and 4 plays
where it was used but not detected. The Accuracy (ACC) and the Precision (PPV) of
the method can be calculated based on the formulas 2.10 and 2.11, respectively. For this
Wimbledon match, the ACC for the method under test is 0.9880 and the PPV is 1.

ACC =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
(2.10)

PPV =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
(2.11)

A replay detection algorithm for the Roland Garros and the US Open matches was also
tested and its precision and accuracy were evaluated using the same method as referred to
before (TP|FN|FP|TN). The results were [44|33|30|161] and [25|0|6|126] respectively.
According to the outcomes for the Roland Garros, 49 replays were correctly detected,
21 replays were not detected, 23 replays were incorrectly detected, and 126 points were
correctly marked without replay presence. The obtained results gave us an ACC of 0.6538
and 0.9688, and a PPV of 0.5946 and 1, respectively, according to 2.10 and 2.11.

There have been numerous challenges encountered during the development of the
final solution. To simplify the organization and presentation of the fundamental steps
involved in achieving the desired results, this chapter was divided into logical sections.

The first section introduces the identification of the court view shots caught on camera.
This primary challenge has become harder specifically to identify the points that start
being filmed from the above with the application of a zoom-in until the desired resolution,
or the ones that are filmed from a camera positioned at the level of the players. In the
following section, we encountered the difficulty of identifying the court lines due to the
meteorological conditions or the number of matches on the same court in a short period.
To overcome this we had to build a robust line filtration algorithm. Next, to count the
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number of shots during every point, to identify how the point was won and where on the
court, we developed an algorithm to identify the players and track them. In this section
and the following one the major difficulties were distinguishing the players from the ball
boys and girls and making a robust algorithm able to ignore the camera movements and
keep tracking the players and the ball on the court. Every tournament has its design so
the way the score is displayed is also unique for each one. Understanding how, when
and where the score appears and disappears is crucial to extracting useful data from it.
We decided to dedicate another section to demonstrate the difficulties related to the topic
and how we adapted the developed algorithm for the different tournaments. To conclude
the automatic event detection we added the identification of replays and the challenges
analysis. Both events can work as an objective way to measure the spectacularity of one
point that could be useful in highlighting generations.

In the developed solution, we can find some promising advancements and the creation
of tools that could have opened some exploration paths in the automatic identification of
events in tennis and can also inspire future solutions in other sports.
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Prototype Overview

The intrinsic value of this thesis is the automatic detection of events with associated
metadata within a tennis match. This data can be used for highlights generation, real-time
updates in betting websites and statics generation. In this section, we will present the
acquired metadata associated with the detected events using a prototype. Since this thesis
was developed with the support of Six Floor Solutions, the prototype to validate visually
the outcomes of the proposed solution is the one they already use. In this chapter, we
explain the available functionalities of the prototype and how to take advantage of it.

The prototype offers a range of functionalities, enabling us to validate the efficiency of
the developed algorithm in identifying events of different tennis matches. After collecting
all the data associated with a point, when the implemented algorithm detects the end of
the subsequent point, it generates a JSON message. The POST method is used to send
that message as an HTTP request to the server so that the information can be stored.
Subsequently, the data about that specific point becomes accessible for consultation on
the prototype, displaying the stored data on the server.

Using the prototype, events can be filtered by points, games, or sets and even person-
alized filters can be set up to view only the events of interest. Figures 3.1, 3.2 and 3.3
illustrate one example of such filters.
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Figure 3.1: Screenshot of the prototype view of all the events "SET" detected for the
Australian Open male first round of 2023.

Figure 3.2: Screenshot of the prototype view for the detected "GAME" events in the 3rd
set of the Roland Garros 2020 men’s final.

Figure 3.3: Screenshot of the prototype view for the detected "POINT" events in the 4th
game of the 1st set of the US Open female final 2023.
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As can be seen in the tree figures above, the prototype allows us to validate the detected
events. It shows the detected sets, games and points for different tournaments. Next, in
Figure 3.4 we display the detected metadata associated with the detected event. In this
case, the event was a point.

Figure 3.4: Screenshot of the prototype view for the extracted metadata of the 6th point
of the 4th match in the 1st set of the Wimbledon 2023 men’s final. The metadata is a field
inside the JSON message. Its content is: "{"set": "0-0", "game": "0-3","fault": "1","point": "30-
40","serving": "ALCARAZ","hawkEye": "1","repetition": "0","totalShots": 5,"winningShot":
"forehand"}".

In Figure 3.4, the metadata about the detected point can be visualized. This metadata
comprises information about the outcome of the current game, set, and the preceding
point. It also indicates the serving player for that point, whether there was a challenge
(referred to as "Hawk Eye") during that point if the game had a replay associated with
it, and if the serving player committed a fault while serving. As evident in the figure,
the metadata associated with the challenge call is marked as "true" (equivalent to "1"),
confirming the accuracy of the detected data. This metadata is a field inside the JSON
message that is sent to the server.

Figure 3.5 presents the application of a customized filter.
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Figure 3.5: Screenshot of the prototype view of a customized filter for the Wimbledon
2023 men’s final. In the figure, the filter has been configured to display only "Set Points"
served by "Alcaraz" and won by "Djokovic".

Figure 3.5 presents one example of a possible custom filter. In this case, the chosen
filter was "Set Points" served by the player Alcaraz and won by Djokovic. In the figure, it
can be seen that there is only one detected event correspondent.

It was demonstrated in this chapter that the prototype can be useful to visually
validate the automatic event detection solution that was developed. This step is crucial in
supporting the transition to live television broadcasting of tennis matches after validating
multiple detections for different events and associated metadata.
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4

Conclusions

Significant advancements have been made in the field of automatic event detection in
recent years. The automation of sports event detection not only enhances the efficiency
of this task in comparison to manual human performance but also presents prospects
for real-time performance and statistical analysis. Furthermore, it enhances the user
experience by allowing them to selectively review the desired events during matches. The
ongoing progress in developing algorithms for event detection could contribute to the
expansion and progress of the sports industry.

In our investigation, we decided to solve the problem of automatically detecting and
categorizing the events that occur during live tennis match broadcasts. To accomplish
this objective, we developed specific algorithms based on conventional image processing
and vision systems. These algorithms were designed to intake televised transmissions as
input and generate, as output, a comprehensive compilation of all the events and relevant
statistics. Those algorithms have the ability to identify the duration of each event, the
outcome, the number of shots taken, the server, the precise moment at which the game
starts, and the presence of any associated repetition. Our algorithms were prepared to
only rely on the visual features presented in the video. To achieve a complete automatic
generation of the scoreboard, potential future works may involve integrating additional
visual elements displayed on the screen, such as the recognition of double faults, as well as
accurately determining the winner of each point. Furthermore, this engineering challenge
can be improved by incorporating the audio features present in the television broadcast.
It is worth mentioning that the detection and categorization of events in televised streams
can be extended beyond the domain of sports and can find practical applications in other
fields.

In the world of multimedia, automatically detecting and identifying what events are
occurring on the fly can save time and work. We hope our approach can inspire others in
different sports or even other areas.
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